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ABSTRACT

Abstract

This project will prove some results concerning realisation of Frobenius groups, Fpl, as Galois groups.
The first half of the project focuses on realising the general case. At the end of this first half, a class of
examples for the case l = p−1

2
is constructed. In the proof of the general case, we have to make a certain

assumption. Hence, we will, in the second half, consider a special case, where we can confirm that the
assumption holds. This special case is for l = 2, i.e., F2p = Dp. The main theorem of this second half is
that given a quadratic extension, Dp can be realised in infinitely many different ways. To do this we will
need to introduce notions from class field theory. Amongst other things, we will need a formula for the
class number, which will be introduced and proven.
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1 INTRODUCTION

1 Introduction

Given a polynomial over Q, what is its Galois group? We know that a method to answer this question exists.
What if we were instead given a group and had to find a polynomial for which it is a Galois group? This
is a question that we cannot answer to the full extent. One might wonder why this is. If we imagine the
process of finding the Galois group of a polynomial as a function from the set of polynomials to the set of
finite groups, then we do not know if this function is surjective (and it is certainly not injective), so there is
no easy way of reversing this process. However, in some cases we can actually answer this question of inverse
Galois theory.

In this project, we will explore how to realise so-called Frobenius groups (denoted Fpl, where p is a prime
and l | p − 1) as Galois groups. To do this we will first define semi-direct products and consider the group
denoted by AGL(1,Fp) called the one-dimensional affine linear group modulo p, which we will show can be
considered as a semi-direct product. This will both motivate and help us to begin our work with Frobenius
groups.

We will then begin the process of realising general Frobenius groups. First, we assume that a solution to
our problem exists, and we analyse the situation. Next, we will use this analysis to show that the field is, in
fact, a solution to the problem of realising Fpl. Lastly, we will construct a class of examples for a specific l,
which will round off this part of the project.

In the construction of the field in the first part, we will need to make a certain assumption. Because
of this, we will, in the second half of the project, consider the special case l = 2, where F2p = Dp. The
goal of this part of the project will be to prove that given a quadratic extension, there exist infinitely many
different ways to realise the dihedral group Dp = F2p of order 2p, through an extension of the given quadratic
extension. Before we are able to prove this we will need a bit of class field theory. So we will first give some
definitions and state a few important results, however, due to the scope of this project we will not prove the
majority of these. The last piece needed before we begin the final proof of the project will be a formula for
the class number. This theorem (and a lemma preceding it) will be the only result proven in the section on
class field theory.

Throughout the project, unless stated otherwise, we will make use of the following notation. Let p be
a prime and ζp the pth root of unity. In general, we will use the letters L and K to denote number fields,
and NL/K will denote the norm of an element (or ideal) in the extension L/K. Recall that the norm is
multiplicative.

In this project, we assume that the reader is familiar with group theory, ring theory, introductory Galois
theory and basic algebraic number theory. Very basic knowledge of exact sequences of groups is also presumed.
The introduction of semi-direct products is based on the theory from [Dummit and Foote, 2003, pp. 175-180].
For the definition of AGL(1,Fp) [Cox, 2004] has been used, however, proving that this is isomorphic to a
semi-direct product has been produced independently. The definition of Frobenius groups and the first main
part of the project, i.e., Section 3, is based on [Kiming, a], which is meant as a supplement to [Jensen et al.,
2002, pp. 178-179]. However, through the course of the project, quite a few details (and the example at the
very end of Section 3.3) have been added that were not present in these sources. The needed results from
class field theory are almost all based on [Cox, 1989]. However, Lemma 4.18, which is left out of the book,
has been stated and proven independently. The proof of Theorem 5.1 is based on the one in [Jensen and Yui,
1982], but the authors leave out many details, which will be worked out in this project. Moreover, the paper
assumes the formula for the class number, which we, as mentioned, do not.

Acknowledgments

I would like to extend my gratitude to Ian Kiming for his excellent guidance as my advisor, and for introducing
me to this wonderful world of algebraic number theory. Thanks to him, I have truly enjoyed the process of
writing this project, as well as our weekly meetings. I am also deeply grateful to Rasmus Lemvig and Tim
Berland for always being available and taking time to discuss problems with me, big and small. Being able
to bounce ideas off of them has made a big difference in the process of writing this project. Lastly, I would
like to thank Stig Eilsøe-Madsen for his thorough proofreading, which caught quite a few ambiguities and
silly mistakes.
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2 SEMI-DIRECT PRODUCTS, AGL(1,FP ), AND FROBENIUS GROUPS

2 Semi-direct products, AGL(1,Fp), and Frobenius groups

Before we begin our work in realising Frobenius groups as Galois groups, we must first determine what the
Frobenius groups actually look like. We begin by defining the notion of a semi-direct product, and stating
some properties of semi-direct products.

Definition 2.1 (Semi-direct product). Let H and K be groups, ϕ : K → Aut(H) a homomorphism,
and · denote the action K 	ϕ H. Set G = { (h, k) | h ∈ H, k ∈ K }, and define multiplication in G as
(h1, k1)(h2, k2) = (h1(k1 · h2), k1k2). Then G =: H oϕK is the semi-direct product of H and K with respect
to ϕ. We will often simply write H oK, when there is no confusing which ϕ induces the group action.

A semi-direct product is, in fact, a group, the properties of which are outlined in the theorem below.

Theorem 2.2 ([Dummit and Foote, 2003, Thm. 5.10]). Let G = H oϕ K be a semi-direct product. Then
the following properties hold.

1. G is a group of order |G| = |H||K|. If either H or K is infinite, then so is G.

2. Let H̃ = {(h, 1) | h ∈ H} and K̃ = {(1, k) | k ∈ K}. Then H̃, K̃ ≤ G, and by the maps h 7→ (h, 1) and
k 7→ (1, k), for h ∈ H and k ∈ K, respectively, we get the isomorphisms

H ∼= H̃ and K ∼= K̃.

By this identification, we further have that

3. H E G;

4. H ∩K = 1;

5. for all h ∈ H and k ∈ K, khk−1 = k · h = ϕ(k)(h).

This theorem makes it clear that K acts by conjugation on H, when we construct the semi-direct product.
The following proposition is another general result about semi-direct products, which we will need later in
the section.

Theorem 2.3 ([Dummit and Foote, 2003, Thm. 5.12]). Let G be a group, and H and K subgroups, such
that H E G and H ∩K = 1. Then HK ∼= H oK. If G = HK, with the above, then G = H oK.

2.1 One-dimensional affine linear group modulo p

Before defining Frobenius groups, we will first consider the one-dimensional affine linear group modulo p,
AGL(1,Fp). Frobenius groups will, in fact, turn out to by subgroups of AGL(1,Fp). It is a well-known result
that all Galois groups of irreducible polynomials of degree p are isomorphic to a subgroup of AGL(1,Fp)
[Cox, 2004, Thm. 14.1.1]. We will not prove this, but it serves as a motivation for considering AGL(1,Fp) in
the first place.

Definition 2.4 (One-dimensional affine linear group modulo p). For a, b ∈ Fp define γa,b : Fp → Fp by
γa,b(u) = au + b. Let AGL(1,Fp) =

{
γa,b | (a, b) ∈ F×p × Fp

}
with the composition being composition of

maps. This is called the one-dimensional affine linear group modulo p.

Proposition 2.5. AGL(1,Fp) is indeed a group.

Proof. Assume throughout that a ∈ F×p and b ∈ Fp. For u ∈ Fp, the composition from the definition above
satisfies

γa,b ◦ γc,d(u) = γa,b(γc,d(u))

= γa,b(cu+ d)

= a(cu+ d) + b

= acu+ ad+ b

= γac,ad+b(u).
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2 SEMI-DIRECT PRODUCTS, AGL(1,FP ), AND FROBENIUS GROUPS

Suppose γa,b(u1) = γa,b(u2). Then au1 + b = au2 + b, so u1 = u2. So γa,b is injective. As γa,b is a map from
Fp to itself, then it must also be surjective. Note that γ1,0 satisfies the conditions of the neutral element. We
have that

γa,b ◦ γa−1,−a−1b = γaa−1,a(−a−1b)+b

= γ1,0,

and

γa−1,−a−1b ◦ γa,b(u) = γa−1a,a−1b+(−a−1b)

= γ1,0,

so γa−1,−a−1b is the inverse of γa,b. We also have that

(γa,b ◦ γc,d) ◦ γe,f = γac,ad+b ◦ γe,f
= γ(ac)e,(ac)f+(ad+b)

= γa(ce),a(cf+d)+b

= γa,b ◦ γce,cf+d,

which shows associativity of the group composition. Thus AGL(1,Fp) is, in fact, a group. �

Not only is AGL(1,Fp) a group, it is also isomorphic to a certain semi-direct product. This fact both
makes it more intuitive to consider Frobenius groups as subgroups of AGL(1,Fp), and also to construct
realisations of subgroups of AGL(1,Fp) as Galois groups.

Theorem 2.6. Let ϕ : AGL(1,Fp) → F×p be defined by ϕ(γa,b) = a. Then ϕ induces the isomorphism
AGL(1,Fp) ∼= Fp o F×p .

Proof. We have that

ϕ(γa,b ◦ γc,d) = ϕ(γac,ad+b)

= ac

= ϕ(γa,b)ϕ(γc,d),

so ϕ is a homomorphism. We must have that γa,b ∈ kerϕ if and only if a = 1. Hence,

kerϕ = { γ1,b | b ∈ Fp } =: T.

By the first isomorphism theorem for groups, AGL(1,Fp)/T ∼= F×p . Clearly, T ∼= Fp be the map γ1,b 7→ b. As
T = kerϕ, we have that Fp ∼= T E AGL(1,Fp). Let K be the subgroup of AGL(1,Fp), which is isomorphic to
F×p . It is clear that such a subgroup exists, and we have that T ∩K = 1, so, by Theorem 2.3, TK ∼= FpoF×p .
As TK ≤ AGL(1,Fp), and |AGL(1,Fp)| = p(p− 1), then we must have that AGL(1,Fp) ∼= Fp o F×p . �

It is well-known that the Galois group of an irreducible polynomial of degree n is a transitive subgroup
of Sn. It turns out that AGL(1,Fp) can be considered as a transitive subgroup of Sp, which is of course in
agreement with the fact, which was previously mentioned, that Galois groups of irreducible polynomials of
degree p are all subgroups of AGL(1,Fp).

Proposition 2.7. AGL(1,Fp) can be considered as a transitive subgroup of Sp.

Proof. Let ψ : AGL(1,Fp)→ Sp be given by the map

γa,b 7→
(

1 . . . p
[a+ b]p . . . [ap+ b]p

)
,
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2 SEMI-DIRECT PRODUCTS, AGL(1,FP ), AND FROBENIUS GROUPS

where [ai+ b]p is the residue class modulo p, but where we write p instead of 0, as we are considering permu-

tations of {1, . . . , p}. To shorten this notation we let the above permutation be denoted by

(
i

[ai+ b]p

)
1≤i≤p

.

Clearly, [ai+ b]p 6= [aj + b]p for all i 6= j. If γa,b, γc,d ∈ AGL(1,Fp), then

ψ (γa,b)ψ (γc,d) =

(
j

[aj + b]p

)
1≤i≤p

(
i

[ci+ d]p

)
1≤i≤p

=

(
i

[a(ci+ d) + b]p

)
1≤i≤p

=

(
i

[aci+ ad+ b]p

)
1≤i≤p

= ψ (γac,ad+b) = ψ (γa,b ◦ γc,d) ,

so ψ is a well-defined homomorphism. If ψ (γa,b) =

(
i
i

)
1≤i≤p

, then we must have that a = 1 and b = 0, so

it is also injective. Therefore, AGL(1,Fp) is isomorphic to a subgroup of Sp.

Let x, y ∈ {1, . . . , p}. Assume without loss of generality that x ≤ y, as when y < x, we can simply find a
permutation, which sends y to x, then the inverse of this permutation will send x to y. Then

ψ (γ1,y−x) =

(
i

i+ (y − x)

)
1≤i≤p

=

(
1 . . . x . . . p

1 + (y − x) . . . x+ (y − x) . . . p+ (y − x)

)
=

(
1 . . . x . . . p

1 + (y − x) . . . y . . . p+ (y − x)

)
.

So there exists an element in AGL(1,Fp) which permutes x to y. Hence, AGL(1,Fp) can be considered as a
transitive subgroup of Sp. �

2.2 Frobenius groups

The main protagonist of this project is the Frobenius groups, and, as hinted previously, they can be considered
as subgroups of AGL(1,Fp). We will first give a definition of a Frobenius group, and show that it is isomorphic
to a semi-direct product.

Definition 2.8 (Frobenius group). Let l and f be integers, such that l | p− 1, and f has order l modulo p.
The Frobenius group of order pl is Fpl = 〈σ, τ | |σ| = p, |τ | = l, τστ−1 = σf 〉.

Let e be a generator of F×p , then e
p−1

l has order l. Thus f = e
p−1

l mod p. It follows that

τσf
l−1

τ−1
(1)
=
(
σf
)f l−1

= σf
l

= σ1 = σ,

where at (1) we note that τσf
l−1

τ−1 = τστ−1τ · · ·στ−1τστ−1 = τστ−1τ · · ·στ−1σf = · · · =
(
σf
)f l−1

. Thus

τσf
l−1

= τσf
l−1

τ−1τ = στ. (2.1)

As τστ−1 = σf ∈ 〈σ〉, we have that 〈σ〉 E Fpl. Thus the quotient Fpl/〈σ〉 is a group, and is of order l. As
Fpl = 〈σ, τ〉, then Fpl/〈σ〉 ∼= 〈τ〉. Note that 〈σ〉 ∩ 〈τ〉 = 1, and 〈σ〉〈τ〉 = Fpl. Thus, by Theorem 2.3, we have
that Fpl ∼= 〈σ〉o 〈τ〉.

Proposition 2.9. The Frobenius group of order pl is isomorphic to a subgroup of AGL(1,Fp).

Proof. Identify σi in Fpl with γ1,i in AGL(1,Fp), and τ j in Fpl with γfj ,0 in AGL(1,Fp). Then

γf,0 ◦ γ1,1 ◦ (γf,0)
−1

= γf,0 ◦ γ1,1 ◦ γf−1,0 = γf,0 ◦ γf−1,1 = γ1,f .

By the identification above, this relation is equivalent to the relation τστ−1 = σf in Fpl. Hence, the
generators of Fpl satisfy the defining relation, when we consider them as elements of AGL(1,Fp). Note that
γ1,1 has order p in AGL(1,Fp), and γf,0 has order l in AGL(1,Fp). Thus Fpl can be considered as a subgroup
of AGL(1,Fp). �
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2 SEMI-DIRECT PRODUCTS, AGL(1,FP ), AND FROBENIUS GROUPS

If l = p− 1, then the above gives us that Fpl is, in fact, isomorphic to AGL(1,Fp). Thus AGL(1,Fp) can
be considered as a kind of ”maximal” Frobenius group.
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3 REALISING FPL AS A GALOIS GROUP

3 Realising Fpl as a Galois group

Now that we have defined Frobenius groups, we can begin the work to realise them as Galois groups. We
will first assume that there exists a field, which is the realisation of Fpl, i.e., a solution to our problem, and
then work out what this field looks like. The construction of this solution will be quite technical. After this,
we will state and prove a theorem, which shows that the field is indeed a solution to our problem of realising
Fpl. See Figure 1 for a diagram of the construction.

N := M(ζp) = L(ζp)( p
√
ω)

M = L(α) L(ζp) = Q(ζp)

L

Q

p

l

p−1
l

Figure 1: Diagram of the construction.

3.1 Constructing a solution

We want to find a field extension M/Q, such that Gal(M/Q) ∼= Fpl. Let L be the unique subfield of Q(ζp),
such that [L : Q] = l. This is unique, because Gal(Q(ζp)/Q) is cyclic of order p− 1, as p is a prime, so there
exists a unique subgroup of index l, which then results in the fixed field L being unique.

It is well known that Gal(Q(ζp)/Q) is generated by an element κ with κζp = ζep , where e is a generator of
F×p . Note that [Q(ζp) : Q] = ϕ(p) = p− 1, where ϕ is Euler’s ϕ-function [Dummit and Foote, 2003, p. 555].

Clearly, 〈κl〉 E Gal(Q(ζp)/Q), as Gal(Q(ζp)/Q) can be generated by a single element. So Gal(Q(ζp)/Q)/〈κl〉
is a quotient group of order p−1

|〈κl〉| = p−1
p−1

l

= l, by Lagrange’s theorem. Thus L must be the fixed field of 〈κl〉.

Now assume that M/Q is a solution to our problem, i.e. M is such that Gal(M/Q) ∼= Fpl and L ⊆ M .
We have that L ⊆ Q(ζp), so Gal(L/Q) ⊆ Gal(Q(ζp)/Q). Therefore, there is a surjective homomorphism
ϕ : Gal(Q(ζp)/Q) → Gal(L/Q) given by g 7→ g|L. As Gal(Q(ζp)/Q) = 〈κ〉, then we must have that κ 7→ h,
where h is a generator of Gal(L/Q). As Gal(M/Q) ∼= Fpl and [L : Q] = l, we have that Gal(L/Q) = 〈τ〉,
where we recall that Fpl is generated by σ and τ of order p and l, respectively. Thus κ|L = ϕ(κ) = h = τa,
where gcd(a, l) = 1. As l | p−1, we have that gcd(a, p−1) = 1. So we can pick b such that ab = 1 mod p−1.
Then κb also generates Gal(Q(ζp)/Q) and (κb)|L = τab = τ . By choosing κ this way instead (i.e., as what

we just denoted κb), we have that κ|L = τ , which generates Gal(L/Q). So τ is the restriction of κ to L.

We know that [M : Q] = |Fpl| = pl. So [M : L] = p. As gcd(pl, p − 1) = l, then, by uniqueness of L,
M ∩Q(ζp) = L, so the composite field MQ(ζp) = M(ζp) =: N must satisfy

[N : Q] =
[M : Q][Q(ζp) : Q]

[L : Q]
=

(pl)(p− 1)

l
= p(p− 1)

[Dummit and Foote, 2003, Corollary 14.20]. Thus

[N : L(ζp)] =
[N : Q]

[L(ζp) : Q]
=

[N : Q]

[Q(ζp) : Q]
=
p(p− 1)

p− 1
= p.

As any group of prime order is cyclic, Gal(N/L(ζp)) is cyclic of order p. Therefore, there exists an ele-
ment ω ∈ L(ζp)

× \ (L(ζp)
×)p (i.e., ω is a nonzero element of L(ζp), which is not a pth power), such that

N = L(ζp)( p
√
ω). As L(ζp) = Q(ζp), we have that N = Q(ζp)( p

√
ω) for some ω ∈ Q(ζp)

× \ (Q(ζp)
×)p. The

composite field of M and Q(ζp) is N , so, by [Dummit and Foote, 2003, Proposition 14.21], we have that N/Q
is Galois with

Gal(N/Q) ∼=
{

(g, h) ∈ Fpl ×Gal(Q(ζp)/Q)
∣∣ g|L = h|L

}
≤ Fpl ×Gal(Q(ζp)/Q).
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3 REALISING FPL AS A GALOIS GROUP

Note that the elements of Fpl are of the form σiτ j , where i ∈ Fp and j ∈ Fl. As σ is of order p, [L : Q] = l,
and gcd(p, l) = 1, then σ|L = 1. Thus (σiτ j)|L = τ j . Recall that L is the fixed field of κl, and that

κ|L = τ . Thus τk = (κk)|L = (κk
′
)|L = τk

′
exactly when k = k′ mod l, as τ is of order l. So we can

more precisely describe the Galois group as Gal(N/Q) =
{

(σiτ j , κk) | j = k mod l
}

. For i = 1 mod p and
k = 0 mod p− 1, we have σ̃ := (σ, 1) = (σiτ j , κk) ∈ Gal(N/Q). For i = 0 mod p and j, k = 1 mod p− 1, we
have τ̃ := (τ, κ) = (σiτ j , κk) ∈ Gal(N/Q).

Clearly, |σ̃| = p and |τ̃ | = p− 1. We have that

τ̃ σ̃τ̃−1 = (τ, κ)(σ, 1)(τ−1, κ−1) = (τστ−1, κκ−1) = (σf , 1) = (σ, 1)f = σ̃f .

So, by equation (2.1), σ̃τ̃ = τ̃ σ̃f
l−1

is also satisfied.

By definition, σ̃|Q(ζp) = 1. From this, [N : Q] = p(p − 1), [Q(ζp) : Q] = p − 1, and |σ̃| = p, we have that
Q(ζp) must be the fixed field of 〈σ̃〉. Thus σ̃ cannot fix p

√
ω, as it would then be trivial on N . Hence, we must

have that σ̃ p
√
ω = ζmp

p
√
ω for some integer 1 ≤ m < p. Without loss of generality, we may assume m = 1, so

σ̃ p
√
ω = ζp p

√
ω.

We would like to know how τ̃ acts on p
√
ω. For all g ∈ N

σ̃
τ̃ p
√
ω

p
√
ω
g =

σ̃τ̃ p
√
ω

σ̃ p
√
ω
g =

τ̃ σ̃f
l−1

p
√
ω

(ζp p
√
ω)
g =

τ̃
(
ζf

l−1

p
p
√
ω
)

ζgp p
√
ω
g

(1)
=
ζef

l−1

p τ̃ p
√
ω

ζgp p
√
ω
g

At (1) we note that τ̃|Q(ζp) = κ. With this information we can now choose g = ef l−1 mod p. Then ζef
l−1

p = ζgp ,

so τ̃ p
√
ω

p
√
ωg is fixed by σ̃. As Q(ζp) is the fixed field of 〈σ̃〉, we must have τ̃ p

√
ω

p
√
ωg ∈ Q(ζp), but p

√
ω /∈ Q(ζp), so

there must exist a y ∈ Q(ζp)
× such that τ̃ p

√
ω = y · p

√
ω
g ∈ Q(ζp).

As τ̃ has order p− 1, then τ̃ l has order p−1
l , so the fixed field of 〈τ̃ l〉 has degree p(p−1)

p−1
l

= pl over Q. We

also have that τ̃|M = τ , so (τ̃ l)|M = τ l = 1. As [M : Q] = pl, the fixed field of 〈τ̃ l〉 is M .

Define α :=
∑ p−1

l −1
i=0 τ̃ il p

√
ω. As τ̃0·l = τ̃

p−1
l ·l, we have that

τ̃ lα =

p−1
l −1∑
i=0

τ̃ lτ̃ il p
√
ω =

p−1
l −1∑
i=0

τ̃ (i+1)l p
√
ω =

p−1
l∑
i=1

τ̃ il p
√
ω =

p−1
l −1∑
i=0

τ̃ il p
√
ω = α, (3.1)

so τ̃ l fixes α.

As M/Q is Galois, M/L is as well. As the extension is certainly finite, then we have, by The Primitive
Element Theorem [Dummit and Foote, 2003, Proposition 14.25], that M = L(α).

We only have left to answer the question, can we always pick ω, such that α /∈ L? We cannot answer this
question in general, but we will later in this section show that such an ω exists in the special case l = p−1

2 .
We will also, in the second half of this project, show that the special case F2p = Dp can be realised.

3.2 Showing M/Q is a solution

We have shown that if a solution M/Q to our problem exists, it will look like the construction illustrated
in Figure 1 (although α might be different). To show that a solution actually exists, we need to prove the
below proposition, which states that such a construction is indeed a solution to our problem.

Proposition 3.1. Let Gal(Q(ζp)/Q) = 〈κ〉 with κζ = ζe, where ζ is a primitive pth root of unity and e

is a generator of F×p . Let l > 1 such that l | p − 1, let f = e
p−1

l mod p, and let L be the unique subfield

of Q(ζp) with [L : Q] = l, i.e., L is the fixed field of 〈κl〉. Let g = ef l−1 mod p, and suppose there exists
ω ∈ Q(ζp)

× \ (Q(ζp)
×)p and x ∈ Q(ζp)

×, such that κω = xp · ωg.

Then N := Q(ζp, p
√
ω) is a Galois extension of Q, and [N : Q] = p(p− 1).

Let, in addition, τ̃ be the extension of κ to N , and let M be the fixed field of 〈τ̃ l〉. Then M/Q is Galois
with Gal(M/Q) ∼= Fpl.

Lastly, if α =
∑ p−1

l −1
i=0 τ̃ il p

√
ω /∈ L, then M = L(α).
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3 REALISING FPL AS A GALOIS GROUP

Proof. We first show that N/Q is Galois. Define h ∈ Q(ζp)[y] by h(y) = (yp − ω)(yp − κω) · · · (yp − κp−2ω).
Then

κh(y) = κ
(
(yp − ω)(yp − κω) · · · (yp − κp−2ω)

)
= κ(yp − ω)κ(yp − κω) · · ·κ(yp − κp−2ω)

= (yp − κω)(yp − κ2ω) · · · (yp − κp−2ω)(yp − κp−1ω)

= (yp − κω)(yp − κ2ω) · · · (yp − κp−2ω)(yp − ω)

= (yp − ω)(yp − κω) · · · (yp − κp−2ω),

so h is invariant under κ. Thus h ∈ Q[y], as Q is the fixed field of 〈κ〉. We have, by assumption, that
κω = xp1ω

g for some x1 ∈ Q(ζp)
×. Hence,

κ2ω = κ (xp1ω
g) = (κx1)

p
(κω)

g
= (κx1)

p
(xg1)

p
ωg

2

.

Let x2 = (κx1) (xg1), then κ2ω = xp2ω
g2 . To show that

κjω = xpjω
gj (3.2)

holds for appropriate xj , we will proceed by induction on j. Let j > 0, and assume Equation (3.2) holds for
j. Then

κj+1ω = κ
(
xpjω

gj
)

= (κxj)
p

(κω)
gj

= (κxj)
p
(
xg

j

j

)p
ωg

j+1

.

By letting xj+1 = (κxj)
(
xg

j

j

)
, we have shown the induction step.

Each root of h is, in particular, a root of yp − κiω for some 0 ≤ i ≤ p− 2. Thus, by the above induction,

we have that y =
p
√
κiω = xi · p

√
ω
gi

, and clearly all roots of h must be of this form. As N = Q(ζp, p
√
ω), the

roots of h are in N , so N contains the splitting field of h. Consider the first factor of h, namely (yp − ω).

A root of this is y = x0 · p
√
ω
g0

= p
√
ω. Another root of yp − ω is y = ζp p

√
ω. So p

√
ω and ζp are both in

the splitting field of h, which, therefore, contains N . Thus N is the splitting field of h, hence, N is a Galois
extension.

As ω /∈ {0} ∪ (Q(ζp)
×)p, then p

√
ω /∈ Q(ζp). So N/Q(ζp) is a nontrivial extension. Thus [N : Q(ζp)] = p,

as p is prime, so Gal(N/Q(ζp)) is cyclic of degree p. Due to [Q(ζp) : Q] = p − 1, and gcd(p, p − 1) = 1, we
must have that [N : Q] = p(p− 1). This proves the first part of the proposition.

Now, as Gal(N/Q(ζp)) ⊆ Gal(N/Q), there exists a σ̃ ∈ Gal(N/Q) such that 〈σ̃〉 = Gal(N/Q(ζp)).
Without loss of generality, we may assume that σ̃ζp = ζp, and σ̃ p

√
ω = ζp p

√
ω. Clearly, σ̃ must have order

p. As N/Q is Galois, there exists an extension τ̃ of κ to N . We must have that τ̃ω = κω = xpωg. Thus
τ̃ p
√
ω = x p

√
ω
g

up to a power of ζp, so by changing x by the appropriate power of ζp we can and will assume
that τ̃ p

√
ω = x p

√
ω
g
. In addition, τ̃ ζp = κζp = ζep . Then we have that

σ̃τ̃ ζp = σ̃ζep = ζep = τ̃ ζp = τ̃ σ̃ζp = τ̃ σ̃f
l−1

ζp,

and

τ̃ σ̃f
l−1

p
√
ω = τ̃

(
ζf

l−1

p
p
√
ω
)

= τ̃ ζf
l−1

p τ̃ p
√
ω = ζef

l−1

p x p
√
ω
g

= xζgp
p
√
ω
g

= x(ζp
p
√
ω)g = σ̃

(
x p
√
ω
g)

= σ̃τ̃ p
√
ω.

Thus σ̃τ̃ = τ̃ σ̃f
l−1

. Noting that f has order l, we have that

σ̃f =
(
τ̃ σ̃f

l−1

τ̃−1
)f

= τ̃ σ̃f
l−1

τ̃−1τ̃ σ̃f
l−1

τ̃−1 . . . τ̃ σ̃f
l−1

τ̃−1

= τ̃
(
σ̃f

l−1
)f
τ̃−1 = τ̃ σ̃f

l

τ̃−1 = τ̃ σ̃τ̃−1. (3.3)
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3 REALISING FPL AS A GALOIS GROUP

Therefore σ̃ and τ̃ do not commute, because σ̃ 6= σ̃f , as l > 1. Therefore, Gal(N/Q) cannot be cyclic. Then
τ̃ cannot generate Gal(N/Q), so it cannot have order [N : Q] = p(p− 1). As τ̃ extends κ, which is of order
p− 1, and τ̃ cannot have order [N : Q], we must have that τ̃ has order p− 1.

We know that Gal(N/Q(ζp)) is generated by σ̃, and Gal(Q(ζp)/Q) is generated by τ̃|Q(ζp) = κ. Thus
Gal(N/Q) = 〈σ̃, τ̃〉.

We want to show by induction on m ∈ N that(
σ̃f−1τ̃

)m
= σ̃f

m−1τ̃m. (3.4)

For m = 1, we have that (
σ̃f−1τ̃

)m
= σ̃f−1τ̃ = σ̃f

m−1τ̃m,

which shows the induction start. Assume that
(
σ̃f−1τ̃

)m
= σ̃f

m−1τ̃m holds for some m > 1. Then(
σ̃f−1τ̃

)m+1
=
(
σ̃f−1τ̃

)m
σ̃f−1τ̃ =

(
σ̃f

m−1τ̃m
)
σ̃f−1τ̃

= σ̃f
m−1 (τ̃mσ̃f−1τ̃−m) τ̃m+1 = σ̃f

m−1 (τ̃mσ̃τ̃−m)f−1 τ̃m+1

(1)
= σ̃f

m−1
(
σ̃f

m
)f−1

τ̃m+1 = σ̃f
m−1σ̃f

m+1−fm

τ̃m+1 = σ̃f
m+1−1τ̃m+1,

where at (1) we apply τ̃ σ̃τ̃−1 = σ̃f m times. This shows the induction step.

Then we have that

σ̃−1τ̃ lσ̃
(1)
= (σ̃−1τ̃ σ̃)l = (σ̃−1τ̃ σ̃τ̃−1τ̃)l

(2)
= (σ̃−1σ̃f τ̃)l = (σ̃f−1τ̃)l

(3)
= σ̃f

l−1τ̃ l
(4)
= σ̃0τ̃ l = τ̃ l.

At (1) we insert σ̃σ̃−1 between each pair of τ̃ . At (2) we apply the relation shown in Equation (3.3). At
(3) we use Equation (3.4). At (4) recall that f l = 1 mod p and σ̃ has order p. So σ̃ normalises τ̃ l. Thus
〈τ̃ l〉 E Gal(N/Q). Letting M be the fixed field of 〈τ̃ l〉, we then have, by the Main Theorem of Galois Theory
[Dummit and Foote, 2003, Thm. 14.14], that M/Q is Galois.

As |τ̃ | = p− 1, then we must have that
∣∣〈τ̃ l〉∣∣ = p−1

l . It follows from the Main Theorem of Galois Theory

that [M : Q] =
∣∣Gal(N/Q)/〈τ̃ l〉

∣∣ = p(p−1)
p−1

l

= pl.

Leting σ = σ̃|M and τ = τ̃|M , Gal(M/Q) is generated by σ and τ . And, by equation (3.3), σf = τστ−1.
By this relation, we must have that 〈σ〉 E Gal(M/Q), and Gal(M/Q)/〈σ〉 = 〈τ〉. As |τ̃ | = p − 1, then
|τ | | p− 1, and thus |τ | is prime to p. The order of τ must also be a divisor of |Gal(M/Q)| = pl, so |τ | ≤ l.
As |σ̃| = p, then |σ| = 1, p. If it was 1, then Gal(M/Q) would be equal to Gal(M/Q)/〈σ〉 = 〈τ〉. But we

concluded above that |τ | ≤ l < pl. So |σ| = p. Then we have that |τ | = l, as |Gal(M/Q)|
|〈σ〉| = |〈τ〉|. Then

Gal(M/Q) satisfies the properties in the definition of the Frobenius group, so Gal(M/Q) ∼= Fpl. This proves
the second part of the proposition.

We know that L is the fixed field of κl. As τ̃ is an extension of κ, then τ̃ l must also fix L. But M is the

fixed field of 〈τ̃ l〉, so L ⊆M . Now let α =
∑ p−1

l −1
i=0 τ̃ il p

√
ω /∈ L. By equation (3.1), τ̃ l fixes α, so α ∈M . As

[M : L] = [M :Q]
[L:Q] = p, so the only intermediate fields of the extension M/Q are M and L. Hence, by [Dummit

and Foote, 2003, Proposition 14.24], M = L(α), which concludes our proof. �
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3 REALISING FPL AS A GALOIS GROUP

3.3 Realising Fp p−1
2

as a Galois group

As remarked earlier, in general, we have to make the assumption that α /∈ L. However, in concrete cases, we
can actually show this. Hence, the fitting thing to do next is of course to construct some class of examples,
where we can apply Proposition 3.1. The class of examples, which we will construct, involves the Chebyshev
polynomial, so we will begin by defining it.

Definition 3.2 (Chebyshev polynomial [Mason and Handscomb, 2002, p. 2]). Let θ ∈ R, n ∈ N, and
x = cos θ. Then the relation Tn(x) = cosnθ defines the Chebyshev polynomial of the first kind Tn.

Remark 3.3. Henceforth, we will refer to Tn simply as the Chebyshev polynomial. From the definition it
follows immediately that T0(x) = 1, and T1(x) = x. For n ≥ 2, the recursive relation

Tn(x) = 2xTn−1(x)− Tn−2(x),

holds, by [Mason and Handscomb, 2002, p. 2], and we see that Tn is indeed a polynomial.

We will now begin the construction of the class of examples, where p = 3 mod 4 and l = p−1
2 . Luckily,

we have already carried out a general construction, so we can simply apply this process to our special case.

Let p = 3 mod 4. From knowledge of Gaussian sums, we have that
(

(−1)
p−1
2 p
)1/2

=
∑p−1
a=0

(
a
p

)
ζap , where(

a
p

)
is the Legendre symbol. When p = 3 mod 4, (−1)

p−1
2 p = −p, so

√
−p ∈ Q(ζp), hence, Q(

√
−p) ⊆ Q(ζp).

As Q(
√
−p)/Q is Galois, then κ, as in Proposition 3.1, maps Q(

√
−p) to itself, but cannot do so trivially,

as the fixed field of κ is Q. Thus κ
√
−p = −

√
−p.

Define

ω :=
1

2

(
a2 + pb2

4

) p−1
2 (

a+ b
√
−p
)
∈ Q(

√
−p),

where a, b ∈ Z, not both zero. Then κω = 1
2

(
a2+pb2

4

) p−1
2

(a− b
√
−p), so

ωκω =

(
1

2

(
a2 + pb2

4

) p−1
2 (

a+ b
√
−p
))(1

2

(
a2 + pb2

4

) p−1
2 (

a− b
√
−p
))

=
1

4

(
a2 + pb2

4

)p−1 (
a+ b

√
−p
) (
a− b

√
−p
)

=

(
a2 + pb2

4

)p−1
1

4

(
a2 + pb2

)
=

(
a2 + pb2

4

)p
.

Assume in addition that p - ab. For the sake of clarity, we state and prove the following in the form of a
lemma.

Lemma 3.4. In the above situation, ω is not a pth power in Q(ζp).

Proof. Suppose, seeking a contradiction, that there exists η ∈ Q(ζp), such that ω = ηp.

We have that [Q(ζp) : Q(
√
−p)] =

[Q(ζp):Q]

[Q(
√
−p):Q]

= p−1
2 . Thus NQ(ζp)/Q(

√
−p)(ω) = ω

p−1
2 . As η exists, then

there also exists a u ∈ Q(
√
−p), such that ω

p−1
2 = up. Then

ωp = ωωp−1 = ωu2p,
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3 REALISING FPL AS A GALOIS GROUP

so ω = ωp

u2p =
(
ω
u2

)p
, and so ω would also be a pth power in Q(

√
−p). Then we have that

2pω = 2p
1

2

(
a2 + pb2

4

) p−1
2 (

a+ b
√
−p
)

= 2p
1

2

1

4
p−1
2

(
a2 + pb2

) p−1
2 (a+ b

√
−p)

= 2p
1

2p
(
a2 + pb2

) p−1
2 (a+ b

√
−p)

=
(
a2 + pb2

) p−1
2 (a+ b

√
−p)

would also be a pth power, as 2pω =
(
2 ω
u2

)p
. So for some c, d ∈ Q we have that

2pω =
(
a2 + pb2

) p−1
2 (a+ b

√
−p) = (c+ d

√
−p)p.

As a, b, p−12 ∈ Z, we have that
(
a2 + pb2

) p−1
2 ∈ Z. We have that OQ(

√
−p) = Z(

√
−p), so(

a2 + pb2
) p−1

2 (a + b
√
−p) is an algebraic integer. As (c + d

√
−p)p is an algebraic integer, it has a mini-

mal polynomial m ∈ Z[x]. Then m(xp) is a monic polynomial having c + d
√
−p as a root. So c + d

√
−p is

an algebraic integer. As p = 3 mod 4, then {1,
√
−p} is an integral basis for Q(

√
−p). Therefore, c, d ∈ Z.

By the binomial formula, we have that

(c+ d
√
−p)p =

p∑
k=0

(
p
k

)
cn−k(d

√
−p)k

=

p∑
k=0

((
p
2k

)
cn−2kd2k(−p)k +

(
p

2k + 1

)
cn−(2k+1)d2k+1(−p)k

√
−p
)
.

We see from the above that every term, where k is even, is an integer, and every term, where k is odd, is of

the form m
√
−p, where m =

(
p

2k + 1

)
cn−(2k+1)d2k+1(−p)k is an integer. When k = 1, then

(
p
k

)
= p!

1!(p−1)! ,

so p | m. When k > 1 and odd, then p | m, as p | (−p) k−1
2 . So the coefficient in front of

√
−p in the binomial

expansion is divisible by p. However, 2pω =
(
a2 + pb2

) p−1
2 a+

(
a2 + pb2

) p−1
2 b
√
−p, and by assumption p - ab,

so p -
(
a2 + pb2

) p−1
2 b. But this is a contradiction, so there cannot exist such an η, meaning ω is not a pth

power in Q(ζp). �

Let L be the unique subfield of Q(ζp) with [L : Q] = p−1
2 . As in the proof of Proposition 3.1, τ̃

has order p − 1 and is an extension of κ to the field N = Q(ζp, p
√
ω). Therefore, τ̃

p−1
2 is an element in

Gal(N/Q) ∼= Fp·(p−1) of order 2.

Recall that (σ̃aτ̃ b)2 = σ̃a(1+f
b)τ̃2b. If σ̃aτ̃ b is of order 2, then σ̃a(1+f

b)τ̃2b is the neutral element. So
2b = 0 mod p − 1 and a(1 + f b) = 0 mod p. So p must divide either a or 1 + f b. Note that f is of order
p−1
2 modulo p. Assume, seeking a contradiction, that p | (1 + f b). Then f b = −1 mod p, so f is of order 2b

modulo p. But then p−1
2 = 2b. However, p = 3 mod 4, so p−1

2 is odd. So p−1
2 6= 2b, which is a contradiction.

Hence, p - (1 + f b). So we must have that p | a. Then σ̃a is the neutral element.

Therefore, an element of order 2 has the form τ̃ b. This can only happen for b = p−1
2 mod p−1. So τ̃

p−1
2 is

the unique element of order 2 in Gal(N/Q). Clearly, complex conjugation is an automorphism of Gal(N/Q)

of order 2. So τ̃
p−1
2 =: c is complex conjugation. It follows that

p
√
ω + c p

√
ω =

(
Re( p
√
ω) + Im( p

√
ω)
)

+
(
Re( p
√
ω)− Im( p

√
ω)
)

= 2Re( p
√
ω).

Seeking a contradiction, suppose that 2Re( p
√
ω) =: ξ ∈ L. We have that

ωcω = ωc|Q(
√
−p)ω = ωκ|Q(

√
−p)ω = xp,
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3 REALISING FPL AS A GALOIS GROUP

where x = a2+pb2

4 . Thus c p
√
ω = ζjpx

p
√
ω
−1

for an appropriate j. Note that

( p
√
ω)2 − ξ p

√
ω + ζapx = ( p

√
ω)2 − ( p

√
ω + c p

√
ω)( p
√
ω) + ζapx

= ( p
√
ω)2 − ( p

√
ω + ζapx

p
√
ω
−1

)( p
√
ω) + ζapx

= 0.

Hence, p
√
ω is a root of y2 − ξy + ζapx ∈ Q(ζp)[y]. But then degQ(ζp)

p
√
ω ≤ 2. But we know that

degQ(ζp)
p
√
ω = p, as ω /∈ (Q(ζp)

×)p. So this is a contradiction, meaning there does not exist a ξ ∈ L of

this form. Let α := 1
2 ( p
√
ω + c p

√
ω) = Re( p

√
ω). Then from the above α /∈ L. As ωκω =

(
a2+pb2

4

)p
, then

|ω| =
(
a2+pb2

4

) p
2

. So if ω =
(
a2+pb2

4

) p
2

(cos θ + i sin θ) for some θ ∈ R, we must have that cos θ + i sin θ =

a+b
√
−p√

a2+pb2
. So cos θ = a√

a2+pb2
and i sin θ = b

√
−p√

a2+pb2
. Then we know that

p
√
ω =

p

√(
a2 + pb2

4

) p
2
(

cos
θ

p
+ i sin

θ

p

)
=

√
a2 + pb2

2

(
cos

θ

p
+ i sin

θ

p

)

so α =

√
a2+pb2

2 cos θp . Note that

Tp

(
2α√

a2 + pb2

)
= Tp

2

√
a2+pb2

2 cos θp√
a2 + pb2

 = Tp

(
cos

θ

p

)
= cos

(
θ

p
p

)
= cos θ =

a√
a2 + pb2

.

Hence, y = α is a solution to the equation

Tp

(
2y√

a2 + pb2

)
− a√

a2 + pb2
= 0. (3.5)

Let h(y) =
(
a2 + pb2

) p
2 Tp

(
2y√
a2+pb2

)
− a

(
a2 + pb2

) p−1
2 . Clearly, h(α) = 0, by the above calculations. Let

n ∈ N and assume Tn(y) = amy
m + am−1y

m−1 + · · ·+ a0 for appropriate ai ∈ Q and m ∈ N. We have that

Tn(cos(y + π)) = cos(n(y + π)) = − cos(ny),

and

Tn(cos(y)) = am cos(y)m + am−1 cos(y)m−1 + · · ·+ a0.

Assuming m is odd, we then have that

Tn(cos(y + π)) = am cos(y + π)m + am−1 cos(y + π)m−1 + · · ·+ a0

= −am cos(y)m + am−1 cos(y)m−1 − · · ·+ a0.

But − cos(ny) = −Tn(cos(y)) = −am cos(y)m−am−1 cos(y)m−1−· · ·−a0, so the even numbered terms must
be 0. Therefore, as Tp is of degree p, and p is odd, we have that Tp has exclusively odd terms. Hence,

Tp

(
2y√

a2 + pb2

)
= ap

(
2y√

a2 + pb2

)p
+ ap−2

(
2y√

a2 + pb2

)p−2
+ · · ·+ a1

(
2y√

a2 + pb2

)
.

Thus

(
a2 + pb2

) p
2 Tp

(
2y√

a2 + pb2

)
=
(√

a2 + pb2
)p
Tp

(
2y√

a2 + pb2

)
= ap (2y)

p
+ ap−2 (2y)

p−2 (
a2 + pb2

)
+ · · ·+ a12y

(
a2 + pb2

) p−1
2 .
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3 REALISING FPL AS A GALOIS GROUP

As p−1 is even,
(
a2 + pb2

) p
2 Tp

(
2y√
a2+pb2

)
∈ Q[y], so h ∈ Q[y]. As Tp is of degree p, and h does not in itself

contain any variables (apart from the variables in Tp), we have that h is a polynomial of degree p.

Consider now h as a polynomial over L. Then its root α will generate an extension L(α)/L. As h
is of prime degree, then the minimal polynomial of α is either h (up to normalisation) or a first degree
polynomial. So the extension L(α)/L is either trivial or of degree p. But we know that α /∈ L, so the
extension is not trivial. Therefore [L(α) : L] = p. As h is of minimal degree, then, by [Dummit and Foote,
2003, Proposition 13.9], h is irreducible over L (and thus also over Q), and up to normalisation it is the
minimal polynomial of α.

To conclude the construction we state and prove the following proposition.

Proposition 3.5. With the above terminology, the splitting field of h is M := L(α), and Gal(M/Q) = Fp· p−1
2

.

Proof. Recall that τ̃ is the extension of κ to N = Q(ζp, p
√
ω), and that L is the fixed field of κ

p−1
2 . So τ̃

p−1
2

fixes L. We also have that

τ̃
p−1
2 α =

1

2

(
τ̃

p−1
2 p
√
ω + τ̃

p−1
2 τ̃

p−1
2 p
√
ω
)

=
1

2

(
p
√
ω + τ̃

p−1
2 p
√
ω
)

= α.

So τ̃
p−1
2 fixes α. Thus 〈τ̃

p−1
2 〉 fixes M . We have that [M : Q] = p · p−12 . As∣∣∣Gal(N/Q)/〈τ̃

p−1
2 〉
∣∣∣ =

p(p− 1)

2
= [M : Q],

we have that M is the fixed field of 〈τ̃
p−1
2 〉. Therefore, by Proposition 3.1, M/Q is Galois with Gal(M/Q) ∼=

Fp· p−1
2

. Using this, the fact that h is irreducible over Q, and α ∈ M , we get, by [Dummit and Foote, 2003,

Theorem 13], that all roots of h are in M . Hence, the splitting field of h is contained in M .

Let k ∈ {0, . . . , p− 1}. As cos(y + 2πk) = cos(y), we have that

Tp

(
cos

(
y + 2πk

p

))
= cos

(
p
y + 2πk

p

)
= cos (y + 2πk) = cos(y).

Let γk :=

√
a2+pb2

2 cos
(
θ+2πk
p

)
, where cos θ = a√

a2+pb2
, as previously. Then

Tp

(
2γk√
a2 + pb2

)
= Tp

(
cos

(
θ + 2πk

p

))
= cos

(
p
θ + 2πk

p

)
= cos (θ + 2πk) = cos θ =

a√
a2 + pb2

.

So h(γk) = 0. Define

β :=

√
a2 + pb2

2
cos

(
θ + 2π

p

)
+

√
a2 + pb2

2
cos

(
θ − 2π

p

)
=

√
a2 + pb2

2
·
(

cos

(
θ + 2π

p

)
+ cos

(
θ − 2π

p

))
=

√
a2 + pb2

2
·
(

cos

(
θ

p

)
cos

(
2π

p

)
+ cos

(
θ

p

)
cos

(
2π

p

))
=

√
a2 + pb2

2
· 2 cos

(
θ

p

)
cos

(
2π

p

)
,

where we note that

cos

(
θ ± 2π

p

)
= cos

(
θ

p
+

2π

p

)
= cos

(
θ

p

)
cos

(
2π

p

)
± sin

(
θ

p

)
sin

(
2π

p

)
.

We see that β = γ1 + γ−1, so β is in the splitting field of h. Therefore, β
α = cos

(
2π
p

)
is also in the splitting

field of h. Hence, Q
(
α, cos

(
2π
p

))
is contained in the splitting field of h.
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3 REALISING FPL AS A GALOIS GROUP

As M = L(α), it is left to show that L = Q
(

cos
(

2π
p

))
. We know that [Q(ζp) : L] = 2, which means that

L is the fixed field of complex conjugation. We see that

ζp + ζ−1p
2

=

(
cos
(

2π
p

)
+ i sin

(
2π
p

))
+
(

cos
(

2π
p

)
− i sin

(
2π
p

))
2

= cos

(
2π

p

)
.

Note that c(ζp) = ζ−1p , so τ̃
p−1
2 cos

(
2π
p

)
= cos

(
2π
p

)
. Therefore, cos

(
2π
p

)
∈ L. From this calculation we also

get that

ζ2p − 2 cos

(
2π

p

)
ζp + 1 = ζ2p − 2

ζp + ζ−1p
2

ζp + 1 = ζ2p − ζ2p − 1 + 1 = 0,

so ζp is a root of y2 − 2 cos
(

2π
p

)
y + 1. It follows from this that

[
Q(ζp) : Q

(
cos
(

2π
p

))]
≤ 2, so[

Q
(

cos

(
2π

p

))
: Q
]

=
[Q(ζp) : Q][

Q(ζp) : Q
(

cos
(

2π
p

))] ≥ p− 1

2
.

As Q
(

cos
(

2π
p

))
⊆ L, and [L : Q] = p−1

2 , we must have that L = Q
(

cos
(

2π
p

))
, which concludes the

proof. �

Despite this construction being quite concrete, it can be hard to completely grasp what these fields and
polynomials could be. Therefore, we will work out a small example for a specific prime.

Example 3.6. Let p = 7. We would like to realise Fp p−1
2

= F21. Some calculations will be made by

use of computational software, as they would otherwise be extremely tedious. By Proposition 3.5 and its

proof, M = Q
(
cos
(
2π
7

)
, α
)
, where α = Re( 7

√
ω) and ω = 1

2

(
a2+7b2

4

)3 (
a+ b

√
−7
)
. Take a = b = 2. Then

ω = 512 + 512
√
−7, and α = Re

(
7
√

512 + 512
√
−7
)

. To find the polynomial h for which M is the splitting

field, we must first determine the seventh Chebyshev polynomial. By recursive use of Remark 3.3, we get
that

T7(y) = 64y7 − 112y5 + 56y3 − 7y.

Then

h(y) =
(
22 + 7 · 22

) 7
2 T7

(
2y√

22 + 7 · 22

)
− 2

(
22 + 7 · 22

) 7−1
2

= 8192y7 − 114688y5 + 458752y3 − 458752y − 65536.

If we run h through computational software, we do indeed find that Gal(M/Q) = F21. ◦
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4 RESULTS FROM CLASS FIELD THEORY

4 Results from Class Field Theory

This section will focus on stating some needed results from class field theory. Most results will be blackboxed,
however, we will prove an important result about the class number. Let C(OK) denote the class group of
OK (also called the class group of K). One type of Frobenius groups are the dihedral groups of order 2p.
Indeed, by letting l = 2, we get that Fp·2 = Dp. If L/Q is an extension of degree 2n with Galois group Dn,
then we call L a dihedral field of degree 2n over Q. Some dihedral groups are rather easy to realise, as the
following example illustrates.

Example 4.1. Let us consider the dihedral group of order six, D3 =
〈
r, s | |r| = 3, |s| = 2, srs = r−1

〉
. We

know that Q(i) is an extension of degree 2 with Gal(Q(i)/Q) = Z/2Z, and that Q( 3
√

2) is an extension
of degree 3 with Gal(Q( 3

√
2)/Q) = Z/3Z. By considering the degrees of these field extension, we see that

Q(i, 3
√

2) is an extension of degree 6, and in fact Q(i, 3
√

2) = Q(i 3
√

2). It turns out that D3
∼= Gal(Q(i 3

√
2)/Q),

and we can easily see that x6 + 4 realises D3 as a Galois group. ◦

However, it is not easy to realise Dp for all primes p. Due to the assumption we had to make in the first
half, we will, in this half of the project, show separately that it is actually possible to realise dihedral groups
of order 2p for all primes p. As these are the type of Frobenius groups, where l = 2, it would be intuitive
to start our construction with some quadratic extension K/Q. If L/Q is a dihedral field of order 2p with
K ⊆ L, then [L : K] = p, so Gal(L/K) = Z/pZ. Hence, the extension L/K is abelian. This leads us to
consider the use of class field theory to show that Dp can be realised as a Galois group. To get started, some
definitions are required.

Definition 4.2 (Finite and infinite primes). Let K be a number field. A real infinite prime is an embedding
σ : K → R. A complex infinite prime is a pair of complex conjugate embedding σ, σ : K → C with σ 6= σ.
Prime ideals of OK are called finite primes.

Definition 4.3 (Unramified extension). Let L/K be an extension of number fields. If L/K is unramified at
all primes, then L/K is an unramified extension.

With these definitions in place, we state a theorem, which will define the notion of the Hilbert class field.

Theorem 4.4 ([Cox, 1989, Thm. 5.18]). Let K be a number field. Then there is a unique, finite Galois
extension L/K, such that

(i) L is an unramified abelian extension of K.

(ii) Any unramified abelian extension of K lies in L, i.e., L is the maximal unramified extension of K.

Definition 4.5 (Hilbert class field). The field L from Theorem 4.4 is called the Hilbert class field of K.

The following important definitions are needed throughout the rest of this section and beyond.

Definition 4.6 ([Cox, 1989, p. 144]). Given m ∈ N, an ideal J of OK is prime to m if J +mOK = OK .

By the discussion in [Cox, 1989, p. 144], an ideal αOK being prime to m is equivalent to the condition
that α = a mod mOK for some a ∈ Z with gcd(a,m) = 1.

Definition 4.7 (Fractional ideal [Marcus, 2018, Chap. 3, Exc. 31]). Let K be a number field, and let OK
be the associated number ring. Note that OK is a Dedekind domain. A fractional ideal of K is a set of the
form αI, where α ∈ K and I is an ideal of OK , which are both assumed to be nonzero. Given f ∈ N, let
IK(f) denote the set of fractional ideals of K, which are relatively prime to f .

It can be shown that IK(f) is a group. Note that IK = IK(1), and that IK(f) ⊆ IK .

Definition 4.8 (Principal fractional ideals [Cox, 1989, p. 160]). Let f ∈ N. Define PK,Z(f) to be the set
of principal fractional ideals generated by the principal ideals αOK relatively prime to f . In particular, we
define PK,1(f) to be the subset of PK,Z(f), where a = 1. We write PK = PK,1(1). Then PK,Z(f) ⊆ PK ⊆ IK .

If K is a number field, it is the field of fractions of OK , so elements of PK will be of the form αOK , where
α ∈ K, and, in general, elements of IK will be of the form αI for an ideal I of OK and some α ∈ K.
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Remark 4.9. In OK all fractional ideals are invertible in the sense that if I is a fractional ideal of K, then
there exists some fractional ideal J , such that IJ = OK . This follows from [?, Thm. 15] and the fact that
principal fractional ideals are invertible in OK (if xOK is a fractional ideal, then 1

xOK is the inverse).

Definition 4.10 (Order of conductor f). Let K = Q(α) be a quadratic extension, and let f ∈ N. Then
OK = Z + αZ. Define O := Z + fαZ, which we call an order of conductor f , as |OK/O| = f . The maximal
order of K is the biggest subring of this form, i.e., the ring of integers OK .

Definition 4.11. Define the class group of the order of conductor f ≥ 1, O, to be C(O) := IK(f)/PK,Z(f).

Remark 4.12. Note that the invertible ideals of O are exactly the ones, which are relatively prime with f .
This is what ties the definition of C(O) together with our definition of C(OK). If f = 1, then O = OK .
With these ideas, it can be shown that C(OK) = IK/PK . The nontrivial part of proving this equality is
showing that IK/PK is in fact a group, however, this is simply algebraic number theory, so we leave it out
here. From this equality, we see that this definition agrees with our usual definition of the class group.

We now have what is required to define a ring class field, however, the existence of such a field is not at
all trivial, but indeed an important result of class field theory. For this project, we will state the theorem
without proof.

Theorem 4.13. Let K be a number field and let O be an order of K. Then there exists an abelian extension
M of K, such that Gal(M/K) ∼= C(O).

Definition 4.14 (Ring class field). The field M from Theorem 4.13 is called the ring class field of O.

Remark 4.15. If O = OK , then M is the Hilbert class field of K, i.e., the ring class field of the maximal
order is the Hilbert class field.

With this last definition in place, we can state a lemma, which is one of the central tools needed to prove
that realising Dp is indeed possible.

Lemma 4.16 ([Cox, 1989, Lem. 9.3]). Let L be the ring class field of O, where O is an order of K, and K
is an imaginary quadratic number field. Then L is a Galois extension of Q, and its Galois group is

Gal(L/Q) ∼= Gal(L/K) o (Z/2Z),

where the nontrivial element of Z/2Z acts on Gal(L/K) by sending an element to its inverse.

4.1 The Class Number

Another important tool needed to realise Dp is a formula for the class number of an order of conductor
f . The class number of OK (also called the class number of K) is h(OK) = |C(OK)|. Similarly, the class
number of O is h(O) = |C(O)|. We first define some notation, which we will need in the theorem below.

Definition 4.17. For an odd prime p, we define
(

disc(K)
p

)
to be the Legendre symbol of the discriminant of

a number field K, i.e.,

(
disc(K)

p

)
:=


0 if p | disc(K)

1 if p - disc(K) and disc(K) = a2 mod p for some a ∈ N
−1 if p - disc(K) and disc(K) 6= a2 mod p for all a ∈ N

For p = 2, we define
(

disc(K)
2

)
to be the Kronecker symbol of the discriminant of a number field K, i.e.,

(
disc(K)

2

)
:=


0 if 2 | disc(K)

1 if disc(K) = 1 mod 8

−1 if disc(K) = 5 mod 8

To make the proof of Theorem 4.19 more clear, we will need the following lemma.
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Lemma 4.18. Let K be an imaginary quadratic number field, and let f ∈ N. Then∣∣(OK/fOK)×
∣∣ = f2

∏
p|f

p prime

(
1− 1

p

)(
1−

(
disc(K)

p

)
1

p

)
.

Proof. First let f = pa11 · · · p
ak
k be the prime factorisation of f . By the Chinese Remainder Theorem,

OK/fOK ∼= (OK/pa11 OK)× · · · × (OK/pakk OK). We want to show that

(OK/fOK)× ∼= (OK/pa11 OK)× × · · · × (OK/pakk OK)×.

This is equivalent to showing that in the isomorphism OK/fOK ∼= (OK/pa11 OK) × · · · × (OK/pakk OK), the
units on the left hand side correspond directly to the units on the right hand side.

Assume first that u is a unit of OK/fOK . Then there exists some u−1 ∈ OK/fOK . Let u 7→ (u1, . . . , uk)
and u−1 7→ (y1, . . . , yk). Then 1 = uu−1 7→ (u1, . . . , uk) (y1, . . . , yk) = (u1y1, . . . , ukyk). But 1 7→ (1, . . . , 1),
so we must have that uiyi = 1 for all i. Thus the image of u is indeed a unit. Assume conversely that
u1 ∈ OK/pa11 , . . . , uk ∈ OK/p

ak
k are all units. Then there exists u−11 ∈ OK/pa11 , . . . , u

−1
k ∈ OK/pakk . Let

(u1, . . . , uk) 7→ u and
(
u−11 , . . . , u−1k

)
7→ y via the isomorphism. We then have that

(1, . . . , 1) =
(
u1u
−1
1 , . . . , uku

−1
k

)
= (u1, . . . , uk)

(
u−11 , . . . , u−1k

)
7→ uy

and (1, . . . , 1) 7→ 1, so we must have that uy = 1. Thus u is also a unit. Thus the isomorphism holds.

For each i there are three possibilities for how pi splits in OK :

paii OK =


(p2)ai (case 1)

(p)ai (case 2)

(p1p2)ai (case 3),

where p, p1, p2 are all prime ideals of OK . Let fi be the inertial degree of the prime(s) lying over pi (within
each case fi is the same for each of the primes lying over pi because the extension is Galois). Let N := NK/Q.
Recall that the norm of a prime ideal is the underlying prime raised to the inertial degree. We have that

N(p) = pfii =


pi (case 1)

p2i (case 2)

pi (case 3).

Before we proceed we must show that∣∣∣(OK/pn)
×
∣∣∣ = N(p)n

(
1− 1

N(pi)

)
. (4.1)

We proceed by induction on n. If n = 1, then OK/p is a field, so the only non-unit element is zero. Thus∣∣∣(OK/p)
×
∣∣∣ = N(p)− 1 = N(p)n

(
1− 1

N(p)

)
.

Suppose Equation (4.1) holds for some fixed n− 1 ≥ 1. We will construct a short exact sequence

1 −→ OK/p
ϕ−→ (OK/pn)

× ψ−→
(
OK/pn−1

)× −→ 1 (4.2)

from which it will follow that
∣∣∣(OK/pn−1)×∣∣∣ |OK/p| = ∣∣∣(OK/pn)

×
∣∣∣. This will prove the induction step.

Note that pn ( pn−1, so we can pick u ∈ pn−1 \ pn. Let α ∈ OK . We have that
[
(αu)2

]
pn =

[
α2u2

]
pn =

[0]pn . Thus 1 − αu is clearly an inverse of αu + 1, so αu + 1 ∈ (O/pn)×. We can, therefore, define ϕ by
ϕ([α]p) = [αu+ 1]pn for α ∈ OK . For α, β ∈ OK , we have that

ϕ([α]p)ϕ([β]p) = [αu+ 1]pn [βu+ 1]pn = [αβu2 + αu+ βu+ 1]pn = [αu+ βu+ 1]pn = ϕ([α+ β]p)
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as u2 ∈ pn. So ϕ is a group homomorphism. Define ψ([α]pn) = [α]pn−1 , which is obviously a homomorphism.

We want to show that ϕ is injective. Let α ∈ kerϕ, i.e., ϕ([α]p) = [αu + 1]pn = [1]pn . Then we must
have that αu ∈ pn. As u ∈ pn−1 \ pn, (u) = pn−1A, where A is an ideal with p - A. Note that (α) = pkB for
appropriate k and some ideal B with p - B. Then (αu) = pn−1pkAB. As αu ∈ pn, we must have that k ≥ 1,
so α ∈ p. Thus [α]p = [0]p, i.e., kerϕ = 0. So ϕ is injective.

Let α ∈ (OK/pn−1)×. Then there exists some β ∈ OK such that [αβ]pn−1 = [1]pn−1 , so there exists some
γ ∈ pn−1 such that αβ = 1 + γ. Then

α(β − βγ)− 1 = αβ − (1 + γ)γ − 1 = αβ − γ − γ2 − 1 = −γ2.
As γ ∈ pn−1, then −γ2 ∈ pn, so

[α]pn [β − βγ]pn = [1]pn .

Hence, α ∈ (OK/pn)×, so ψ is surjective.

Letting α ∈ OK/p, we get that ψ(ϕ([α]p)) = ψ([αu+ 1]pn) = [αu+ 1]pn−1 = [1]pn−1 , so imϕ ⊆ kerψ.

To show that kerψ ⊆ imϕ, we will first consider uOK . As u ∈ pn−1 \ pn, then uOK = pn−1 ·AOK , where
A ⊆ OK is an ideal with p - AOK . Then we must have that gcd (uOK , pn) = pn−1, i.e.,

pn−1 = uOK + pn.

Let α ∈ kerψ. Then there exists β ∈ pn−1, such that α = 1 + β, and we must have that β = γu+ θ for some
γ ∈ OK and θ ∈ pn. It follows that

ϕ
(

[γ]p

)
= [γu+ 1]pn = [(γu+ θ) + 1]pn = [β + 1]pn = [α]pn ,

so α ∈ imϕ. Hence, Equation (4.2) is a short exact sequence.

By Equation (4.1), it follows that

∣∣∣(OK/paii OK)
×
∣∣∣ =


N(p)2ai

(
1− 1

N(p)

)
(case 1)

N(p)ai
(

1− 1
N(p)

)
(case 2)

N(p)ai
(

1− 1
N(p)

)
N(p)ai

(
1− 1

N(p)

)
(case 3)

=


p2aii

(
1− 1

pi

)
(case 1)

p2aii

(
1− 1

p2i

)
(case 2)

paii

(
1− 1

pi

)
paii

(
1− 1

pi

)
(case 3)

=


p2aii

(
1− 1

pi

)
(case 1)

p2aii

(
1− 1

p2i

)
(case 2)

p2aii

(
1− 1

pi

)2
(case 3).

We note that we are in case 1 if and only if p | disc(K), in case 2 if and only if disc(K) is not a square modulo
p (when p is odd) or disc(K) = 5 mod 8 (when p = 2), and in case 3 if and only if disc(K) is a square modulo
p (when p is odd) or disc(K) = 1 mod 8 (when p = 2). Thus(

disc(K)

p

)
=


0 (case 1)

−1 (case 2)

1 (case 3).

So

∣∣∣(OK/paii OK)
×
∣∣∣ =


(paii )

2
((

1− 1
pi

)(
1− 0 1

pi

))
(case 1)

(paii )
2
((

1− 1
pi

)(
1− (−1) 1

pi

))
(case 2)

(paii )
2
((

1− 1
pi

)(
1− 1 1

pi

))
(case 3).

= (paii )
2

((
1− 1

pi

)(
1−

(
disc(K)

pi

)
1

pi

))
.
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Then ∣∣∣(OK/fOK)
×
∣∣∣ =

∣∣(OK/pa11 OK)×
∣∣× · · · × ∣∣(OK/pakk OK)×

∣∣
=

k∏
i=1

(paii )
2

((
1− 1

pi

)(
1−

(
disc(K)

pi

)
1

pi

))

= (pa11 · · · p
ak
k )

2
k∏
i=1

(
1− 1

pi

)(
1−

(
disc(K)

pi

)
1

pi

)
= f2

∏
p|f

p prime

(
1− 1

p

)(
1−

(
disc(K)

p

)
1

p

)
.

�

We will now prove a central theorem, which gives a formula for the class number of an order of conductor
f . As mentioned, this will play a key role in our later result concerning the realisation of Dp as a Galois
group.

Theorem 4.19 ([Cox, 1989, Thm. 7.24]). Let K be an imaginary quadratic number field, and let O be an
order of conductor f , i.e., O ⊆ OK , where |OK/O| = f ∈ N. Then

h(O) =
h(OK)f

[O×K : O×]

∏
p|f

p prime

(
1−

(
disc(K)

p

)
1

p

)
.

Furthermore, h(O) is always an integer multiple of h(OK).

Remark 4.20. We will only prove the theorem for the case, where O×K = {±1}. It can be shown that
O×K 6= {±1} if and only if K = Q(

√
−1),Q(

√
−3), and the theorem does in fact also hold in this case. The

proof for these cases would require considerations about the additional units.

Proof. To prove the theorem, we first use some exact sequences to reduce the problem to computing the size
of (IK(f) ∩ PK) /PK,Z(f). We then construct a helpful homomorphism, which we will show is surjective. By
finding the kernel, this leads us to an expression for the size of (IK(f) ∩ PK) /PK,Z(f), which is the part
needed to show the theorem.

By the definition of C(O) and Remark 4.12, we have that

h(O) = |C(O)| = |IK(f)/PK,Z(f)| ,
h(OK) = |C(OK)| = |IK/PK | .

Note that IK(f) ⊆ IK and PK,Z(f) ⊆ IK(f) ∩ PK , so we can consider the diagram below.

0 (IK(f) ∩ PK) /PK,Z(f) IK(f)/PK,Z(f) IK/PK

C(O) C(OK)

g1 g2

∼ ∼

g3

Let g1 be the inclusion. Let [x]PK,Z(f) ∈ IK(f)/PK,Z(f). Define g2 to be the map, which sends this represen-
tative to [x]PK

∈ IK/PK . This map is well-defined, as if we take some other representative y ∈ [x]PK,Z(f),
then there exists an a ∈ PK,Z(f) ⊆ PK , such that y = x · a.

From [Cox, 1989, Corollary 7.17], it follows that all classes in C(OK) contain an ideal of OK , which has
norm relatively prime to f . As |OK/O| = f , then, by [Cox, 1989, Proposition 7.20], the restriction of these
ideals to O are ideals of O. So if A ∈ C(OK), then there must be some ideal J in the class A, which has norm
relatively prime to f . So we also have that J ∩O is an ideal of O. Let B ∈ C(O) be the class, which contains
J ∩ O. Then define g3 to be, such that g3(B) = A. So g3 is surjective. Hence, by the first isomorphism
theorem for groups, it follows that h(OK) divides h(O).
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We will show that the top line of the diagram is an exact sequence. As g1 is the inclusion, it is injective,
which shows exactness at (IK(f) ∩ PK) /PK,Z(f). Then we must also have that im(g1) = (IK(f) ∩ PK) /PK,Z(f).
As (IK(f) ∩ PK) /PK,Z(f) is a set of principal ideals, we must have that (IK(f) ∩ PK) /PK,Z(f) ⊆ ker(g2). If
A ∈ ker(g2), then A must be a principal ideal, as IK/PK is just the class group, by Remark 4.12. Of course,
A ∈ IK(f)/PK,Z(f), so this means that A ∈ (IK(f) ∩ PK) /PK,Z(f). Thus ker(g2) = im(g1). This proves
exactness.

As g3 is surjective, we can extend our exact sequence to

0 (IK(f) ∩ PK) /PK,Z(f) C(O) C(OK) 0,
g′1 g3

due to g3 being surjective, and by composition of the maps g1 and IK(f)/PK,Z(f)
∼−→ C(O), which we will

denote by g′1. Note that g′1 is injective, as g1 is injective (due to exactness of the sequence), so this is a short
exact sequence.

Then, from general knowledge of short exact sequences, we have that C(OK) ∼= C(O)/im(g′1). Thus

|C(OK)| = |C(O)|
|im(g′1)|

. Due to injectivity of g′1, it follows that |C(OK)| = |C(O)|
|(IK(f)∩PK)/PK,Z(f)| . Thus

h(O)

h(OK)
=
|C(O)|
|C(OK)|

= |(IK(f) ∩ PK) /PK,Z(f)| . (4.3)

If [1] 6= [α] ∈ (OK/fOK)×, then αOK is prime to f , so αOK ∈ IK(f) ∩ PK . Therefore, we can define

ψ : (OK/fOK)× → (IK(f) ∩ PK) /PK,Z(f),

where ψ([α]) = [αOK ].

Let [α] ∈ (OK/fOK)× and β ∈ [α]. Note that [α] and [β] are invertible. Then there exists u ∈ OK , such
that uα = 1 mod fOK . Thus uβ = uα = 1 mod fOK . So the ideals uαOK and uβOK are in PK,Z(f). By
[Marcus, 2018, Chap. 3, Exc. 31(a)], it follows that

αOK · uβOK = (αuβ)OK = (βuα)OK = βOK · uαOK ,

where we use the fact that K is commutative. So αOK = βOK mod PK,Z(f). Hence, αOK and βOK are in
the same class in IK(f) ∩ PK/PK,Z(f). So ψ is a well-defined homomorphism.

Let αOK ∈ IK(f) ∩ PK . Then there must exist some whole number n, such that a = αOK · nOK is an
ideal of OK , which is prime to f . Then b = nOK is also prime to f . So αOK = ab−1. Let b denote the ideal
consisting of the complex conjugates of the elements of b. This ideal must also be prime to f . Let mOK = b·b.
Then b = mOK · b−1, so mOK · αOK = b · b · ab−1 = ab. This implies that mα ∈ OK , and that mαOK
is prime to f . By definition, mOK ∈ PK,Z(f). Therefore, [αOK ] = [mOK · αOK ] = [mαOK ] = ψ([mα]).
Hence, ψ is surjective.

Henceforth, we will assume that O×K = {±1}.
It can be shown that O×K = {±1} whenever K 6= Q(

√
−3),Q(i). So our assumption is equivalent to

assuming K is neither of these fields. Now we consider the following sequence:

1 (Z/fZ)× (OK/fOK)× (IK(f) ∩ PK) /PK,Z(f) 1,
γ ψ

where γ is the obvious injection, and ψ is of course the previously defined homomorphism.

As ψ is surjective the sequence is exact at (IK(f) ∩ PK) /PK,Z(f). From injectivity of γ, it follows that
the sequence is exact at (Z/fZ)×.

Let 〈a mod f〉 ⊆ (Z/fZ)×. Note that gcd(a, f) = 1. Then γ(〈a mod f〉) = 〈a mod fOK〉. So

ψ(γ(〈a mod f〉)) = ψ(〈a mod fOK〉) = aOK ,

where aOK is relatively prime to f , so aOK ∈ PK,Z(f). Thus γ(〈a mod fOK〉) ∈ ker(ψ), and hence,
im(γ) ⊆ ker(ψ).
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Let [α] ∈ ker(ψ). Then, clearly, αOK ∈ PK,Z(f) ⊆ IK(f) ∩ PK . It was shown above that an element
aOK ∈ IK(f) ∩ PK is of the form aOK = ab−1, where a and b are both relatively prime to f . Hence,
αOK = βOK · γ−1OK , where β = b mod fOK and γ = c mod fOK for some [b], [c] ∈ (Z/fZ)×.

As αOK = βOK · γ−1OK = (βγ−1)OK , α and βγ−1 are associates. Since OK is a Dedekind domain, and
so, in particular, an integral domain, then α = uβγ−1 for some u ∈ O×K . But O×K = {±1}, so α = ±βγ−1.
As γ was the injection, then we must have that γ([b][c]−1) = [β][γ]−1 = [βγ−1] = [α]. Hence, [α] ∈ im(γ).
Thus im(γ) = ker(ψ), which proves exactness at (OK/fOK)×. Hence, the sequence is exact. By the first
isomorphism theorem, we then have that

(OK/fOK)×/(Z/fZ)× ∼= (OK/fOK)×/ ker(ψ) ∼= im(ψ) = (IK(f) ∩ PK) /PK,Z(f). (4.4)

Let ϕ be Euler’s ϕ-function. It is well-known that

∣∣(Z/fZ)×
∣∣ = ϕ(n) = f

∏
p|f

p prime

(
1− 1

p

)
.

From Lemma 4.18, we have that

∣∣(OK/fOK)×
∣∣ = f2

∏
p|f

p prime

(
1− 1

p

)(
1−

(
disc(K)

p

)
1

p

)
.

Thus

|(OK/fOK)×|
|(Z/fZ)×|

= f
∏
p|f

p prime

(
1−

(
disc(K)

p

)
1

p

)
.

Then, by Equations (4.3) and (4.4), we have that

h(O) = h(OK) |(IK(f) ∩ PK) /PK,Z(f)| = h(OK)f
∏
p|f

p prime

(
1−

(
disc(K)

p

)
1

p

)
.

We assumed that O×K = {±1}. Clearly, we must then also have that O× = {±1}, so [O×K : O×] = 1. Hence,
the theorem follows for the case where O×K = {±1}. �
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5 Realising F2p = Dp as a Galois group

As previously mentioned, the analysis leading up to Proposition 3.1 has a certain assumption. This is one
of the reason why we will show separately that realising Dp is possible. It turns out that we can actually
realise Dp (by constructing these dihedral fields) in infinitely many different ways, which is another important
motivation for the following theorem.

Theorem 5.1 ([Jensen and Yui, 1982, Thm. I.2.1]). For any prime p, and any quadratic field K = Q(
√
d),

there exists infinitely many dihedral fields of degree 2p, which contain K.

Remark 5.2. Due to the limited scope of this project, we will only prove the theorem for the case of
imaginary quadratic fields, i.e., we will assume that d is strictly negative. We will additionally assume that
d 6= −1,−3. In the case of d = −1,−3 the proof would be slightly different, as these cases involve more units.
Another reason for exempting these cases is the fact that we have only proved Theorem 4.19 for d 6= −1,−3.

Proof. It follows from Dirichlet’s theorem on primes in arithmetic progression that there exist infinitely many
primes q, such that

(1) q = 1 mod p;

(2) q splits completely in K.

Proving Dirichlet’s theorem is not at all trivial, however, it requires analytic number theory. Therefore, for
this project, we will have to assume that the above statement is true.

Let O be an order of conductor q, and let M be the ring class field of O, which exists by Theorem 4.13.
By the definition of the ring class field, we have that

Gal(M/K) ∼= C(O).

So, by Theorem 4.19, we have that

|Gal(M/K)| = |C(O)| = h(O) =
h(OK)q

[O×K : O×]

∏
r|q

r prime

(
1−

(
disc(K)

r

)
1

r

)
.

We have, by condition (2) above, that q splits completely in K, so qOK = p1p2. By [Kiming, b, Thm. 2], if q
is odd, then disc(K) = a2 mod p for some a ∈ N, and if q = 2, then disc(K) = 1 mod 8. From the definition

of
(

disc(K)
q

)
, it follows that

(
disc(K)

q

)
= 1 in both cases. Recalling that [O×K : O×] = 1, we have that

|Gal(M/K)| = h(OK)q

1

(
1− 1

q

)
= h(OK) (q − 1) .

As q = 1 mod p, it follows that p divides |Gal(M/K)|. Due to M being the ring class field, it is, in
particular, abelian as an extension of K. It follows, from the structure theorem for abelian groups, that
Gal(M/K) ∼= Z/pkZ×B for appropriate k ∈ N and group B.

By Lemma 4.16, we have that Gal(M/Q) ∼= Gal(M/K)o (Z/2Z), where the nontrivial element τ of Z/2Z
acts by conjugation on Gal(M/K), where the conjugation inverts the element, i.e., for g ∈ Gal(M/K) the
conjugation is τgτ−1 = g−1.

Let C ≤ Z/pkZ be such that [Z/pkZ : C] = p, and define N := C × B. As Z/pkZ is abelian,
C E Z/pkZ, so N E Gal(M/K). Therefore, the quotient Gal(M/K)/N is well defined, and we must
have that Gal(M/K)/N ∼= Z/pZ. In this quotient we define conjugation by τ of g ∈ Gal(M/K)/N to be

τgτ−1 = τgτ−1 = g−1 = g−1,

which makes it clear that (Gal(M/K)/N) o (Z/2Z) ∼= Dp.

As N E Gal(M/K) and Gal(M/Q) is simply Gal(M/K) together with the conjugates of each of its
elements, it follows that N E Gal(M/Q). Thus the quotient Gal(M/Q)/N is well defined and must be of
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5 REALISING F2P = DP AS A GALOIS GROUP

order 2p, as |Gal(M/Q)| = 2 |Gal(M/K)|. From this and our knowledge of conjugation in Gal(M/Q), we see
that Gal(M/Q)/N ∼= (Gal(M/K)/N) o (Z/2Z).

By the Main Theorem of Galois Theory [Dummit and Foote, 2003, Thm. 14.14], the fixed field R of
Gal(M/Q)/N is Galois over Q. So we have found a field, which satisfies Gal(R/Q) ∼= Dp. �

We have now proven that it is always possible to realise Dp. However, the proof does not give us an
answer to the question of how to find a polynomial that realises Dp. In Example 4.1, we saw an example
for p = 3, and the theorem tells us that it is actually possible to realise D3 in infinitely many different ways.
With such a small group it was not extremely difficult to find a realisation. However, it was only easy because
we already knew some extensions of degree 2 and 3, respectively. For sufficiently large p, this becomes much
harder.
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